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Abstract

Climate tipping points are abrupt, irreversible shifts in the climate sys-

tem, potentially locking the world into a high-temperature regime that is

difficult or impossible to reverse. This paper examines the economic con-

sequences of such tipping points, focusing on the costs associated with

their unpredictability. Using an integrated assessment model with a cli-

mate system exhibiting a tipping point, I compute optimal abatement poli-

cies, assuming the tipping point is imminent or remote. To place a bound

on the economic cost of the uncertainty in the tipping point, I compare two

scenarios: one where a wishful thinker planner erroneously assumes the tip-

ping point is remote and delays abatement, and another where a cautious

planner assumes incorrectly that the tipping point is imminent. I find that

the uncertainty around irreversible tipping points can cost up to 2.36% of

world output. Moreover, I show that proceeding with caution, paying the

certain, increasingly affordable costs of abatement today, is cheaper than

gambling on the risk of crossing a tipping point.
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As the global average temperature rises due to greenhouse gas emissions

from human activities, temperature feedback mechanisms in the climate sys-

tem can drive the world past critical thresholds, known as tipping points, into

a regime of high temperatures. These tipping points pose two challenges to

determining optimal emissions abatement strategies that try to balance the cur-

rent benefits of emissions and resulting future climate damages. First, tipping

points are very hard (Ditlevsen and Ditlevsen, 2023; Ditlevsen and Johnsen,

2010; Smolders, van Westen and Dijkstra, 2024), if not impossible (Ben-Yami

et al., 2024), to predict, giving policymakers little to no time to react once they

are crossed. Second, as crossing a tipping point shifts the climate to a possibly

irreversible new regime, the marginal climate damages of adding an additional

tonne of CO2 in the atmosphere suddenly increase. This discontinuity implies

that designing optimal emissions abatement policies using marginalist analysis,

such as the social cost of carbon, can lead policymakers astray.

In this paper, I study the economic costs of unpredictable and irreversible

climate tipping points. Using an integrated assessment model incorporating

temperature feedback effects, I compute optimal emissions abatement strate-

gies under two scenarios: one where a tipping point is imminent and one where

it is remote. These scenarios are calibrated to reflect extreme cases from the cli-

mate literature (Armstrong McKay et al., 2022; Seaver Wang et al., 2023). I then

compute an upper bound on the economic costs of tipping points through two

experiments. The first measures the cost incurred by a wishful thinker social

planner who mistakenly assumes the tipping point is remote, delaying optimal

abatement until after it is crossed. This serves as an upper bound on the cost

of under-abating. The second considers a cautious planner who incorrectly as-

sumes the tipping point is imminent, leading to more aggressive abatement.

This serves as an upper bound on the cost of over-abating. Together, these

scenarios provide an upper bound on the economic costs of tipping without re-

quiring prior assumptions about the tipping point’s exact location and avoiding

marginalist calculations, which are ill-defined in the presence of tipping points.
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Finally, to compare the costs of over-abating and under-abating, I compute their

certainty equivalent: the amount of output society would be willing to give up

today to identify the tipping point and switch to the optimal strategy. This

quantity measures the risk-adjusted net present cost of the uncertainty and ir-

reversibility of the tipping point. I show that this can be as large as 10.2 trillion

US $ per year or 13.5% of current world output. Reacting to this uncertainty

with caution and minimising the risk of tipping requires quick abatement ef-

forts, which incur large adjustment costs. Reacting to this uncertainty by wish-

ful thinking and delaying abatement locks the world with high probability into

a hot regime characterised by large climate damages. Both are very costly ap-

proaches, yet wishful thinking can cost up to 1.79 trillion US $ per year more

than caution. When faced with uncertain tipping points, it is better to pay the

costs of emissions abatement, which are becoming cheaper over time, than to

gamble with the risk of crossing a tipping point.

The rest of the paper is structured as follows. Section 1 puts the current

paper in the context of the climate and environmental economic literature and

highlights its contributions. Section 2 presents a stylised model version with

temperature feedback that generates an irreversible tipping point. This simpli-

fied model illustrates the main challenges faced in computing optimal abate-

ment when faced with a tipping point, which carries over into the extended

model used for calibration. The components of the extended model are then in-

troduced in Section 3: the climate, the economy, and the social planner problem.

Section 4 computes optimal emissions abatement policies when tipping points

are known. Section 5 introduces the wishful thinker and cautious social planner

problem and computes the economic damages from tipping points and the cost

of uncertainty. Finally, Section 6 draws policy implications and concludes.

1 Related Literature

A large recent literature in economics has highlighted the importance of cor-

rectly incorporating climate dynamics when analysing the economic trade-off
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between current emissions and the reduction of future climate damages in-

duced by raises in temperature. The key challenge is to develop integrated as-

sessment models that, on the one hand, are sufficiently simple to be integrated

into a dynamic optimisation problem, necessary to compute the economic costs

of climate change and optimal emission abatement policies, and, on the other

hand, are able to reproduce the key dynamics of larger, more accurate climate

models (Dietz et al., 2020). One dynamic aspect of the climate that has drawn a

lot of attention in economics are climate tipping points (Li, Crépin and Lindahl,

2024).

Early work dealing with uncertain tipping points in environmental eco-

nomics has modelled tipping points via stochastic jump processes. Henceforth,

I refer to this approach as Barro disasters approach as it builds on work on eco-

nomic catastrophes by Barro (2009). At each moment in time, either temper-

ature or atmospheric carbon concentration experiences a discontinuous jump

with some probability known to the planner. This approach was introduced to

climate economics by Pindyck and Wang (2013)1. It has been used in modelling

climate tipping points by, for example, Lontzek et al. (2015), Cai, Lenton and

Lontzek (2016), and Van der Ploeg and De Zeeuw (2018). Its wide adoption

is due to its flexibility as it allows for greater analytical tractability (Li, Crépin

and Lindahl, 2024; Lin and Van Wijnbergen, 2023; Van den Bremer and Van der

Ploeg, 2021), the introduction of uncertainty, and calibration (Hambel, Kraft

and Schwartz, 2021). Nevertheless, this modelling choice neglects two crucial

features of climate tipping points that are the focus of this paper. First, crossing

a tipping point can bring the climate to a new persistent regime of high tem-

peratures. Barro disasters are not suited to model these different regimes as

they simply model transient catastrophic events. Second, it requires defining

a probability distribution on the tipping event, be that real or the belief of the

social planner, which is in in reality hard to compute reliably.

1This approach has an earlier history in the optimal control of environmental systems
(Kamien and Schwartz, 1971; Nævdal and Oppenheimer, 2007; Tsur and Zemel, 1996, among
others). I refer to Li, Crépin and Lindahl (2024) for a more detailed review.

4



A second approach is to assume that with some probability the climate sys-

tem switches to a new, high temperature regime, such that the system dynamics

follow a Markov chain (Lemoine and Traeger, 2016a,b, 2014). Henceforth, I re-

fer to this approach as Markov chain approach. This model allows for irreversible

tipping points, but displays two limitations. First, it requires an assumption on

the distribution of the tipping point, or the social planner to have a prior over

it. Lemoine and Traeger (2014) take this to be uniform. This choice is not con-

sistent with the large uncertainty around such tipping points (Ben-Yami et al.,

2024; Ditlevsen and Ditlevsen, 2023; Ditlevsen and Johnsen, 2010; Smolders,

van Westen and Dijkstra, 2024). Second, once a tipping point is triggered, its

effect are immediately felt and the climate system jumps to a new regime. This

is unrealistic as the climate system might converge to a new high temperature

regime decades, or even centuries, after the tipping point is crossed.

A final approach is to model feedback in the climate dynamics explicitly.

Henceforth, I refer to this as the feedback approach. This is closer to the real be-

haviour of the climate system (McGuffie and Henderson-Sellers, 2014), as it

introduces multiple climate regimes, and is the standard one adopted in more

complex climate modelling (e.g. Smith et al. 2017). Furthermore, optimisation

over such systems has a long history in economics (Skiba, 1978) and has been

developed extensively in environmental economics (Mäler, Xepapadeas and de

Zeeuw, 2003; Wagener, 2013) and, specifically, in climate economics (Greiner

and Semmler, 2005; Nordhaus, 2019; Wagener, 2015). Modelling the feedback

explicitly has one drawback: it requires assuming the size of the feedback and

when it kicks in. These two properties are objects of empirical contention (Arm-

strong McKay et al., 2022; Seaver Wang et al., 2023). Because of this, the feed-

back approach has not been widely employed in the climate economic litera-

ture, especially when trying to give quantitative estimates of costs via calibra-

tion.

In this paper, by embedding and calibrating a temperature feedback in a

state of the art dynamic stochastic general equilibrium model with a climate
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component, I obtain empirical estimates of the costs of uncertainty of a realistic

and irreversible tipping point. The focus on the two extreme scenarios, a wishful

thinker and a cautious planner, allows me to obtain an upper bound on the cost

of under-abating and suffering climate damages and over-abating and paying

large adjustment costs. These then serve as an upper bound for the overall cost

of tipping points. While only upper bounds, these estimates do not require

an arbitrary prior on the tipping point and can be computed in a setting with

multiple climate regimes. This approach allows to bridge the realistic climate

dynamics of the feedback approach, the irreversibility of the Markov chain approach,

and the uncertainty of the Barro disasters approach.

Finally, the numerical solver employed in the paper contributes to the lit-

erature on controlled stochastic processes by developing a parallelisation algo-

rithm, based on Bierkens, Fearnhead and Roberts (2019), for the class of solver

introduced in Kushner and Dupuis (2001), and extending their results to recur-

sive utilities.

2 Stylised Example

Before turning to the extended model in the next section (3), in what follows

I discuss a stylised integrated assessment model with an irreversible tipping

point. The climate has a more stylised temperature feedback compared to the

extended model. In addition, the planner objective is reduced to a simple opti-

mal stopping problem. Despite its simplicity, this stylised model illustrates the

two main challenges tipping points pose to the computation of optimal abate-

ment. First, their unpredictability hinders evaluation of future damages. Sec-

ond, their irreversibility makes analyses based on marginal emission benefits

and marginal temperature damages misleading.

Emissions of CO2 from human economic activity Et [GtCO2y
−1] raise CO2

atmospheric concentration Mt [p.p.m.],

dMt

dt
= ξmEt (1)
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where ξm converts GtCO2 to p.p.m.. As CO2 is a greenhouse gas, an increase

in its concentration Mt compared to the pre-industrial levels Mp, in turn, in-

creases average temperature in deviation from the pre-industrial level Tt [°].

The change in temperature is given by

dTt
dt

= G1 log

(
Mt

Mp

)
− λTt, (2)

where G1 is the size of the greenhouse gas effect and λ is a stabilisation rate of

temperature2. In this model, temperature tends towards the equilibrium

Tt →
G1

λ
log

(
Mt

Mp

)
as t→ ∞, (3)

that is, the equilibrium temperature grows with the logarithm of atmospheric

carbon concentration.

Consider a social planner maximising societal utility. Society derives utility

u(Et) from CO2 emissions Et and disutility d(Tτ ) from the equilibrium tem-

perature Tτ , and discounts both at a rate ρ. For simplicity assume the emis-

sions are constant at a level Ē, such that CO2 concentration grows linearly

Mt =Mp +
(
ξmĒ

)
t, and the social planner needs to decide at what time τ soci-

ety ought to stop emitting. At that point society loses the benefits of emissions

u(Ē) and pays the damages of the resulting temperature d(Tτ ). To summarise,

the planner is trying to maximise

J(τ) := (1− e−ρτ ) u(Ē)− e−ρτ d(Tτ ) (4)

by choosing an emission stopping time τ ≥ 0. This problem is readily solved by

a marginalist planner: the time τ to stop emissions is when the marginal utility

of an additional instant of emissions does not justify the marginal increase in

temperature damages, or ∂J/∂τ = 0.

Unfortunately, unlike the stylised model in equation (2), the climate system

is more complex: there are many temperature feedbacks that can generate tip-

2Throughout this section, I assume for illustration purposes G1 = 1, ξm = 1, and λ = 1.
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ping points (Seaver Wang et al., 2023). Consider, for example, the ice-albedo

feedback (Riihelä, Bright and Anttila, 2021). As carbon concentration warms

the planet, large bodies of ice melt, such as the west Antarctic or Greenland ice

sheets. This reduces the surface albedo, that is, the fraction of solar radiation re-

flected by the earth’s surface, which further contributes to warming. This feed-

back can generate a low temperature regime, in which the ice has not melted

and the albedo is high, and a high temperature regime, in which the low albedo

prevents ice from reforming. If a tipping point is crossed, all ice melts and the

earth is a trapped in a warmer regime. In the new warmer regime, ice cannot

reform. Hence, the amount of cooling needed for the ice to reform and hence

restore the pre-tipping albedo is larger than the warming that melted the ice

in the first place. Another possible feedback is that of the carbon release from

thawing permafrost (Turetsky et al., 2019). Warming is causing frozen soils to

thaw and microorganisms to start breaking down matter in the soil, which in

turn releases greenhouse gasses into the atmosphere. Importantly, both of these

examples have two features which are not captured in the economic literature:

they are hard to predict and are de facto irreversible. One way to introduce

these into the stylised model is to assume the stabilisation rate λ is a function of

average temperature Tt. In this case, the change in temperature (2) is given by3

dTt
dt

= G1 log

(
Mt

Mp

)
−

Feedback︷ ︸︸ ︷
λ(Tt) Tt. (6)

Figure 1 shows the change in temperature dTt / dt as a function of tempera-

ture Tt when carbon concentration is at its pre-industrial level (left panel), 50%

larger (middle panel) and twice as large (right panel). As in the model with-

out feedback (2), if carbon concentration is at its pre-industrial level (left panel)

there is a low temperature equilibrium Tt → 0° (low temperature grey marker).

3For illustration purposes, in this section I assume

λ(Tt) = aT 2
t − 3

√
c

a
T + 2c (5)

where c = 1/2 is a scale parameter and a = 0.08 is the intensity of the feedback.
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Figure 1: Change in temperature over time dTt

dt as a function of temperature Tt for three levels
of atmospheric carbon concentration. Markers represent the equilibria and the arrows indicate
whether temperature is increasing (right) or decreasing (left).

In addition to this, a new high temperature equilibrium is formed Tt → 5° (high

temperature black marker). In this high temperature equilibrium, the feedback

has trapped temperature into a high regime, for example, an ice free world with

low albedo. As carbon concentration increases (from left to right panel), the av-

erage temperature rises. Unlike the case without feedback, the system goes

through a tipping point4: the low temperature equilibrium vanishing triggers

a sudden rise in temperature as it converges to the higher equilibrium. This

phenomenon poses two problems from the point of view of the social planner

trying to evaluate the trade-off between current emissions and future climate

damages. First, if the temperature dynamics (6) are uncertain, one cannot hope

to learn them from simply observing the path of temperature. To illustrate this,

Figure 1 shows the path of temperature over time under constant emissions

with (solid) and without (dashed) temperature feedback. The two trajectories

are in contact, until the tipping point is reached. After crossing it, they rapidly

diverge. A planner attempting to determine whether the system has a tipping

point by simply observing the temperature trajectory would be unable to do

so until the tipping point is reached. Second, marginalist calculations are not

4This is a saddle-node bifurcation.
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Figure 2: Path of temperatures given by (6), assuming constant emissions Et = Ē with (solid)
and without (without) temperature feedback.

sufficient to solve the emission stopping problem given in equation (4). As men-

tioned above (Figure 1), the equilibrium temperature Tτ reached after emitting

for a period τ can take two possible value: a high or a low one. As a conse-

quence, the social utility J(τ) of emitting for a period τ can also take two val-

ues depending in which temperature regimes the planner is. The objective J for

different stopping times τ in the low and high temperature regimes is shown

in grey and black, respectively, in Figure 3. In the low temperature regime, de-

0 0.5 1 1.5 2 2.5 3

Emissions stopping time τ

So
ci

al
ob

je
ct

iv
e
J
(τ
)

Low temp.
High temp.

Figure 3: Social objective J (4) as a function of the emission stopping time τ , under a climate
with temperature feedback (6).
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laying abating emissions is optimal, as the marginal benefits of emissions are

greater than the marginal climate damages (the lighter branch of J is always

increasing). Yet by delaying abatement, the climate is brought closer to a tip-

ping point (marker). At that point, marginal damages are not defined as any

further delay to stopping emissions pushes the climate into the high temper-

ature regime. The costs of tipping are hence not internalised in the marginal

∂J/∂τ . Once the system has tipped, the objective is given by the lower, darker

line. After tipping, the system cannot be reverted back to the low temperature

equilibrium. In this new regime (black line) the planner wish they had stopped

as early as possible, as J is maximised for τ = 0.

This simple example illustrates how tipping points hinder the computation

of optimal emissions via their marginal benefits and marginal damages. When

the tipping point is hard to predict the path of marginal damages is uncertain.

When the tipping point leads to a new regime and it is irreversible the marginal

damages are ill-defined along some of these paths.

3 Model

The following extends the stylised model from Section 2. First, Section 3.1.1 in-

troduces carbon sinks and their interaction with atmospheric carbon concentra-

tion. Then, Section 3.1.2 presents the temperature dynamics and the feedback

mechanism. Section 3.1.3 discusses the resulting tipping point in the climate

system. Finally, Section 3.2 presents the Harrod–Domar economy.

3.1 Climate

3.1.1 Carbon sinks and CO2 concentration

Emissions from human economic activity Et increase the atmospheric concen-

tration of CO2 Mt. Part of this, in turn, decays into natural sinks. I denote by

Nt the GtCO2 stored in natural sinks. As these sinks saturate, the rate of decay

δm(Nt) depends on the stored CO2 Nt (Le Quéré et al., 2007; Shi et al., 2021).
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Hence, the stored CO2 evolves as

ξm dNt = δm(Nt)Mt dt (7)

where ξm converts GtCO2 to p.p.m..

In absence of abatement efforts, the atmospheric concentration of CO2 Mt

evolves according to the no-policy SSP5 scenario (Kriegler et al., 2017). Vari-

ables under this scenario are indexed by np: let Enp
t be the no-policy emissions,

and Mnp
t and Nnp

t the resulting atmospheric carbon concentration and the CO2

stored in natural sinks, respectively. Business-as-usual atmospheric carbon con-

centration Mnp
t evolves as

dMnp
t

Mnp
t

= γnpt dt+ σm dWm,t (8)

where the no-policy expected growth rate of atmospheric carbon concentration

is given by

γnpt := ξm
Enp
t

Mnp
t

− δm(N
np
t ) (9)

and Wm,t is a standard Brownian motion. The standard Brownian motion ac-

counts for possible uncontrolled and unexpected shocks to carbon concentra-

tion, such as volcanic eruption. The variance σ2
m of these shocks is assumed

to be constant. The no-policy scenario describes an energy intensive future, in

which fossil fuel usage develops rapidly and little to no abatement takes place.

This scenario acts as a “free benchmark”. It does not imply that this is the cur-

rent most likely trajectory. Recent studies have found that current policies are

most likely consistent with SSP4-6.0 (Rogelj et al., 2018). Using the projected

carbon concentration path Mnp
t from Kriegler et al. (2017), I calibrate the im-

plied growth rate of carbon concentration γnpt . The calibration is described in

Appendix C and its results are shown in Figure 4. The left figure shows the

path of the no-policy growth rate γnpt and the right figure shows the resulting

growth of carbon concentration Mnp
t . The carbon concentration in this scenario

grows at an increasingly fast rate until 2080, when the growth rate peaks just
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Figure 4: Growth rate of carbon concentration in the no-policy scenario γnp
t and median path

(solid) of no-policy carbon concentration Mnp
t (8) with 95% simulation interval (dashed).

below 1.4%. Thereafter, the growth rate starts declining.

Abatement efforts αt lower the growth rate of carbon concentrationMt vis-à-

vis the no-policy scenario Mnp
t . That is, the growth rate of carbon concentration

Mt satisfies
dM t

Mt

=
(
γnpt − αt

)
dt+ σm dWm,t (10)

where dWm,t is a standard Brownian motion. Not implementing any abatement

policy αt = 0 corresponds to a no-policy scenario Mt =Mnp
t , while implement-

ing a net-zero abatement policy αt = γnpt stabilises carbon concentration. Any

abatement policy αt can be linked to the implied level of emissions by intro-

ducing the emission reduction rate ε(αt), which keeps tracks of what fraction

of emission is being abated

Et =
(
1− ε(αt)

)
Enp
t . (11)

In this paper I assume that the planner does not have access to carbon capture

technology. This is implemented by imposing that abatement cannot exceed the

growth rate of carbon concentration and the carbon decay into natural sinks,

namely

αt ≤ γnpt + δm(Nt). (12)

Hence, if no abatement efforts are undertaken αt = 0, no emissions are abated,

so ε(0) = 0 and Et = Enp
t . If abatement efforts are maximal αt = γnpt + δm(Nt),

net zero emissions are reached, so ε(γnpt + δm(Nt)) = 1 and Et = 0.
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3.1.2 Temperature

Average world temperature is determined by a zero dimensional energy bal-

ance model (McGuffie and Henderson-Sellers, 2014, p.85). Earth’s radiating

balance, in its simplest form, prescribes that temperature tends towards balanc-

ing incoming solar radiation S and outgoing long-wave radiations ησT 4, where

σ is the Stefan-Boltzmann constant and η is an emissivity rate. Due to the pres-

ence of greenhouse gases, certain wavelengths are scattered and not radiated

outwards (Ghil and Childress, 2012). This introduces an additional radiative

forcing G which yields the balance equation S = ησT 4 − G. Focusing on the

role of increased CO2, as opposed to other greenhouse gases, the greenhouse

radiative forcing term G can be decomposed into a constant component G0 and

a component which depends on the equilibrium level of CO2 concentration in

the atmosphere Mt relative to the pre-industrial level Mp, such that

G = G0 +G1 log(Mt/M
p). (13)

I now introduce a feedback in the temperature by assuming that the ab-

sorbed incoming solar radiation is increasing in temperature. This choice can

be seen as a stylised model of the ice-albedo feedback (Ashwin et al., 2012;

McGuffie and Henderson-Sellers, 2014), but other temperature feedback mech-

anisms yield a similar interpretation. Solar radiation S is then decomposed as

S0 (1− λ(Tt)) where the function λ(Tt) transitions from a higher level λ1 to a

lower level λ1 −∆λ via a smooth transition function L(Tt − T c), that is,

λ(Tt) := λ1 −∆λ L(Tt − T c) (14)

where T c [°] is the critical level of temperature at which the feedback kicks in

and the transition function satisfies L(Tt − T c) → 1 as Tt → ∞. The functional

form of L used to calibrate (14) is discussed in Appendix C.2.

The threshold temperature T c determines the horizon at which the feedback

effect kicks in. Best estimates from climate sciences are that the most relevant
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transitions occur for temperatures Tt between 1.5° and 2.5° over pre-industrial

levels (Armstrong McKay et al., 2022; Seaver Wang et al., 2023). A large body

of literature has focused on estimating critical thresholds associated with cli-

mate tipping points (e.g. Boulton, Allison and Lenton 2014; Van Westen, Kli-

phuis and Dijkstra 2024). There is no consensus around the extent to which tip-

ping points can be predicted using historical data given the large uncertainty

(see Ditlevsen and Ditlevsen 2023; Ditlevsen and Johnsen 2010; Smolders, van

Westen and Dijkstra 2024 and Ben-Yami et al. 2024). In this paper, to avoid

attaching an arbitrary prior over a critical threshold T c, I choose to focus on

two extreme scenarios consistent with the climate literature: one in which the

tipping point is imminent T c = 1.5° and one in which it is remote T c = 2.5°.

The parameter ∆λ and the transition function L are calibrated by matching the

equilibrium climate sensitivity, that is, the expected equilibrium temperature

of doubling pre-industrial level CO2 concentration, of 4°, which is the upper

end of the range deemed very likely in AR6 (IPCC, 2023) (see Appendix C.2

for more details on the calibration). Figure 5 shows the transition function (14)

under these two scenarios. Despite being a highly stylised and reduced form
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Figure 5: Temperature feedback λ(Tt) in the imminent and the remote scenario.

representation of a complex and spatially heterogeneous process, λ captures the

core mechanism behind feedback processes in the temperature dynamics that
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can generate tipping points (McGuffie and Henderson-Sellers, 2014). This sim-

ple temperature feedback allows us to discuss and estimate the costs of transi-

tioning to a new regime, what ought to be (or not be) done to prevent this from

happening, and the cost associated with the uncertainty around the tipping

point.

Putting these processes together we can write down the two determinants of

temperature dynamics: radiative forcing, which only depends on temperature,

r(Tt) := S0 (1− λ(Tt))− ησT 4
t (15)

and the greenhouse gas effect, which only depends on atmospheric carbon con-

centration

g(Mt) := G0 +G1 log(Mt/M
p). (16)

Under these two drivers, temperature changes are given by

ϵ dTt = r(Tt) dt+ g(Mt) dt+ σT dW T,t , (17)

where ϵ is a scale parameter andWT,t is a standard Brownian motion. The Brow-

nian motion models uncontrolled shocks to temperature, which are assumed to

have constant variance σ2
T and be uncorrelated with shocksWm,t to atmospheric

carbon concentration.

3.1.3 Temperature Dynamics with a Tipping Point

The presence of the temperature feedback λ introduces a tipping point. In the

following, I discuss the consequences of this tipping point for the temperature

dynamics.

For a given level of carbon concentration Mt, the temperature Tt tends to-

wards an equilibrium that gives radiative balance. As in the stylised example

of Section 2, the temperature feedback yields a climate with multiple regimes,

that is, multiple levels of temperature equilibria T in radiative balance Tt →
T ∈ r−1(−g(Mt)) as t → ∞, for the same level of carbon concentration Mt. Fig-
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ure 6 shows the equilibria of temperature (solid lines) as a function of carbon

concentration when the tipping point is imminent (darkest line), when it is re-

mote (lighter line), and when there is no temperature feedback λ (lightest line).

Without temperature feedback λ, the equilibrium temperature is unique and

400 450 500 550 600 650 700 750 800
0°

+1°

+2°

+3°

+4°

+5°

+6°

Carbon concentration Mt [p.p.m.]

Te
m

pe
ra

tu
re
T
t
[°
]

No Feedback
Remote
Imminent

Figure 6: Equilibria of temperature Tt and carbon concentration Mt for an imminent tipping
point, a remote tipping point, and no temperature feedback λ. The solid lines show attracting
equilibrium and the dashed line repelling equilibrium

it rises with the logarithm of carbon concentration. If a temperature feedback

λ is introduced there are two possible temperature regimes: a low tempera-

ture regime and a high temperature regime. These coexist for some values of

carbon concentration (dashed lines). If the temperature feedback kicks in immi-

nently (imminent scenario), for a carbon concentration Mt between 390 p.p.m.

and 440 p.p.m. both a low temperature regime, with Tt < 1.9°, and a high

temperature regime, with Tt > 2.9° are possible. In the remote scenario this

phenomenon occurs only when carbon concentration Mt is between 510 p.p.m.

and 570 p.p.m.. If a planner finds themself in a low temperature regime, the

presence of an high temperature regime is hard to detect as it does not affect
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the relationship between temperature Tt and carbon concentration Mt before

the temperature feedback kicks in.5 If carbon concentration Mt increases and

temperature crosses the critical threshold T c, the old stable and low temper-

ature regime is no longer feasible and only a high stable temperature regime

remains. Then, any increase of carbon concentration pushes the system past a

tipping point and temperature rapidly converges to the high temperature equi-

librium. Crucially, to revert the system back to the lower temperature regime,

it is not sufficient to remove just the carbon that caused the system to tip, but

it is necessary to remove all carbon until the only stable equilibrium is the low

temperature. In Figure 6, this would amount to bring carbon back to Mt < 390,

where the high temperature regime (solid black line) vanishes.

We can now ask what path of temperature Tt we would observe in these

three scenario if no abatement is implemented and carbon concentration Mt

grows at the no-policy rate γnpt , such that Mt = Mnp
t . This is illustrated in

Figure 7, which shows the median path over 60 years (marked line) of temper-

atures Tt and carbon concentration Mt under no-policy for the model without

feedback and the two tipping scenarios, remote and imminent. Each marker is

the outcome at the beginning of each decade. The simulations are overlaid onto

the equilibria from Figure 6. In the case of an imminent tipping point (darkest

line), the temperature deviates from the other scenarios by 2030. In case the

tipping point is remote, temperature growth cannot be distinguished from a

situation without temperature feedback and the two diverge only starting in

2050. In both cases, once the tipping point is crossed and the only regime is

the high temperature one, temperature grows quickly to the new equilibrium.

After that, the linear relationship between temperature and (log) carbon con-

centration is restored.
5Technically, the stable manifold of the model without feedback is a contact element of the

stable manifold in the cases with feedback.
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Figure 7: Median temperature Tt and carbon concentration Mt at time t of 10000 simulations
in case of no feedback (lightest line), a remote tipping point (darker line), and an imminent
tipping point (darkest line). The simulations are generated under the temperature dynamics
(17) and the no-policy carbon concentration (8). Each marker is the value at the beginning of
each decade. The thinner lines represent the equilibrium relationships as in Figure 6.
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3.1.4 Irreversible Regime Changes versus Barro Disasters

Before turning to the economic model, in what follows I illustrate why the cli-

mate system presented here provides a more adequate representation of tip-

ping points than the Barro disasters (Barro, 2009; Pindyck and Wang, 2013)

commonly employed in the literature. When modelling a tipping point as a

Barro disaster, one assumes that at each moment in time, with some instanta-

neous probability π(Tt), there is a temperature shock of size q(Tt), both of which

are increasing in temperature (e.g. Hambel, Kraft and Schwartz 2021; Lemoine

and Traeger 2016a; Van der Ploeg and De Zeeuw 2018). Formally, under this

assumption, equation (17) of the climate model presented here becomes

ϵ dT t = rl(Tt) dt+ g(Mt) dt+ σT dW T,t + q(Tt) dJ t (Tt) (18)

where Jt is a Poisson process with arrival rate π(Tt) and rl, unlike r (15), con-

tains no positive feedback mechanism. For comparison, Figure 8 shows the dis-

tribution of temperature generated by the model of this paper (17) and a model

with Barro disasters (18), as calibrated in Hambel, Kraft and Schwartz (2021).

Both models capture a key feature of tipping points: as carbon concentration

rises, we expect warmer shocks to be more persistent and hence the equilibrium

temperature distribution to be skewed (IPCC, 2023; Weitzman, 2014). Yet, the

model with Barro disasters commonly employed in the literature does not dis-

play multiple temperature regimes (lower figure). Any shock to temperature is

transient: in absence of a new shock, temperature converges back to the unique

equilibrium level. This model is hence not suited to answer questions about

irreversible tipping points, such as those present in the climate. On the other

hand, the model (17) used in this paper (upper figure) generates multiple tem-

perature regimes while still producing a skewed temperature distribution. As

discussed in the stylised example in Section 2, a climate with multiple regimes

can lead to vastly different optimal abatement paths and costs of tipping.
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Disasters model) for 1000 years at a constant carbon concentration level M = 540 p.p.m. start-
ing at an initial temperature T0 = 1.14°. See Appendix D for details on the calibration of the
Barro disaster.
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3.2 Economy

This section introduces the economy. Following Pindyck and Wang (2013), and

Hambel, Kraft and Schwartz (2021), this is modelled as an Harrod-Domar econ-

omy.

3.2.1 Capital Accumulation and Climate Damages

Output Yt, in trillion of US $ per year, is the product of the capital stock Kt and

its productivity At, that is,

Yt = AtKt. (19)

ProductivityAt grows at a constant rate ϱ. Output Yt can be used for investment

in capital It, abatement expenditures Bt, or consumption Ct. This implies the

budget constraint

Yt = It +Bt + Ct. (20)

Capital Kt depreciates at a rate δk but can be substituted by capital investments

It, which are subject, along with abatement expenditureBt, to quadratic adjust-

ment costs
κ

2

(
It +Bt

Kt

)2

Kt. (21)

Climate change affects the economy by lowering capital growth via dam-

ages d(Tt) which are increasing in temperature Tt. Following Weitzman (2012),

I assume the damage function to take the form

d(Tt) := ξ T υt . (22)

The calibrated damage function is displayed in Figure 9. This stylised form cap-

tures the empirical evidence that under higher temperature levels some forms

of capital, particularly in the agricultural (Dietz and Lanz, 2019) and manufac-

turing sectors (Dell, Jones and Olken, 2009, 2012), become more expensive or

harder to substitute. A common alternative in the literature is to assume that

higher temperatures wipe out part of the capital stocks (Nordhaus, 1992). A
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Figure 9: Damage function with the Weitzman (2012) calibration.

thorough comparison of these two assumptions can be found in Hambel, Kraft

and Schwartz (2021).

Combining the endogenous growth of capital and the climate damages, the

growth rate of capital satisfies

dKt

Kt

=

(
It
Kt

− δk −
κ

2

(
It +Bt

Kt

)2
)
dt− d(Tt) dt+ σk dW k,t , (23)

where Wk,t is a standard Brownian motion.

In the following, I link the abatement costs Bt with the abatement rate αt,

introduced in the previous section. Define βt := Bt/Yt to be the fraction of

output devoted to abatement. I assume this to be a quadratic function of the

fraction of abated emissions ε(αt) (11), namely,

βt(ε(αt)) =
ωt
2
ε(αt)

2. (24)

Under this assumption, no abatement is free, as βt(0) = 0. At a fixed time t, a

higher abatement rate αt and hence a higher emission reduction ε(αt) vis-à-vis
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the no-policy scenario, becomes increasingly costly at linear rate

β′
t(ε(αt)) = ωtε(αt). (25)

It is common in the literature to assume the marginal abatement costs to be pro-

portional to output and linear in abatement efforts (Baker, Clarke and Shittu,

2008; Dietz and Venmans, 2019; Nordhaus, 1992, 2017). As noted by Dietz

and Venmans (2019, p.112-113), the proportionality with output arises because

higher output growth increases energy demand. This must be satisfied with

low-carbon energy technology which display decreasing marginal productivity.

The linearity in abatement efforts, meanwhile, matches the empirical estimates

provided in the IPCC Fifth Assessment Report (2023).

As time progresses, so does abatement technology and a given abatement

objective becomes cheaper, as a fraction of output. This is modelled by letting

the exogenous technological parameter ωt decrease exponentially over time

ωt = ω0e
−ωrt. (26)

Following (Nordhaus, 2017), I assume that full abatement ε(αt) = 1 costs 11%

of GDP in 2020 and 2.7% of GDP in 2100. These estimates are in line with a large

literature estimating marginal abatement curves (see the meta-analysis by Kuik,

Brander and Tol, 2009). The resulting marginal abatement curves are displayed

in Figure 10.

Finally, let

χt :=
Ct
Yt

(27)

be the fraction of output devoted to consumption. Using the budget constraint

(20) and the two controlled rates, the abatement efforts αt and the consumption

rate χt, the growth rate of capital (23) can be rewritten, in terms of growth rates,

as

dKt

Kt

=
(
ϕt(χt)︸ ︷︷ ︸
growth

−
abatement︷ ︸︸ ︷

Atβt(ε(αt))− d(Tt)︸ ︷︷ ︸
climate

)
dt+ σk dW k,t (28)
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Figure 10: Calibrated marginal abatement curves β′
t(ε) = ωtε at different times t.

where

ϕt(χt) := At(1− χt)−
κ

2
A2
t (1− χt)

2 − δk (29)

is an endogenous growth component, βt(ε(αt)) is the fraction of output allo-

cated to abatement for an abatement rate αt, and d(Tt) are the damages from

climate change. As output Yt is the product of capital Kt and productivity At,

its growth rate differs from that of capital by the growth rate of productivity

dY t

Yt
= ϱ+

dKt

Kt

. (30)

This formulation models the trade-off between climate abatement and eco-

nomic growth. On the one hand, devoting fewer resources to abatement (lower

αt and, hence, βt(ε(αt))) to pursue higher capital growth and output growth,

yields higher future temperature and can put the economy in a lower growth

path altogether (higher d(Tt)). On the other hand, more ambitious abatement

lowers future temperature and climate damages (lower d(Tt)), which boosts fu-

ture economic growth, but costs economic growth today (higher αt and, hence,

βt(ε(αt))).
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4 Optimal Abatement

Given the climate and economic dynamics described in the previous section, I

introduce the objective of the social planner and the resulting optimal policies.

At time t given the state of temperature, carbon concentration, carbon in sinks,

and output Xt := (Tt,Mt, Nt, Yt), societal utility is recursively defined as

Vt(Xt) = sup
χ,α

Et
∫ ∞

t

f(χs(Xs)Ys, Vs(Xs)) ds (31)

where χ and α are continuous policies over time and the state space, and f is

the Epstein-Zin aggregator

f(C, V ) := ρ
(1− θ) V

1− 1/ψ



(

C

((1− θ)V )
1

1−θ

)1−1/ψ

− 1


 . (32)

Consumption is integrated into a utility index by means of the Epstein-Zin ag-

gregator (Duffie and Epstein, 1992). This aggregator plays a dual role. First, it

disentangles the role of relative risk aversion θ, elasticity of intertemporal sub-

stitution ψ, and the discount rate ρ in determining optimal abatement paths.

Second, it circumvents the known paradoxical result that abatement policies

become less ambitious as society becomes more risk averse Pindyck and Wang

(2013). As in Hambel, Kraft and Schwartz (2021), the model presented here as-

sumes ρ = 1.5%, θ = 10 and ψ = 0.75. For a more detailed discussion on the

calibration of these parameters see Pindyck and Wang (2013, Section 2) and for

their role in determining optimal abatement see Hambel, Kraft and Schwartz

(2021). Details on the numerical solution of problem (31) are given in Appendix

A.

As mentioned above, we consider two possible dynamics for temperature

Tt: one with an imminent and one with a remote tipping point. Let αt and αt

be the optimal abatement in case of an imminent and a remote tipping point re-

spectively. Figure 11 shows the resulting optimal policies. Each panel shows

the fraction εt := ε(αt) of abated emissions compared to the no-policy as a
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function of the current carbon concentration Mt, in the imminent (left) and re-

mote (right) tipping point. As the tipping point generates multiple tempera-
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Figure 11: Fraction of abated emissions εt at different levels of carbon concentration Mt, for an
imminent (left panel) and remote (right panel) point. To aid illustration, all other dimensions
(Tt, Nt, Yt) are set to their equilibrium value. As for some values of Mt there are two equilibria
of temperature Tt, two curves are shown. The current level of carbon concentration is indicated
with M0.

ture regimes for a given carbon concentration level Mt, each panel shows two

curves. The lighter curve represents the optimal abatement before tipping, in

a low temperature regime. The darker curve represents the optimal abatement

after tipping, in a high temperature regime. The optimal policy is hence not

unique and switches in the event of tipping. In the case the tipping point is

imminent (left panel) but has not yet being crossed (lighter curve), the fraction

of abated emission εt increases rapidly to 1 as carbon concentration rises. Once

the tipping point is crossed abatement efforts are scaled back (darker curve)

as the climate is irreversibly in a regime of high temperature. This is a strong

policy result: abatement has a dual role, reducing first order climate damages

and preventing the climate from tipping. Once the tipping point is crossed,

the latter motive vanishes, and optimal abatement fails to undo the change to

a higher temperature regime. This aspect of optimal abatement policies with

tipping points is not captured by the social cost of carbon. Finally, notice that, if

the climate has tipped but carbon concentration is low, it is still worth abating a
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large fraction of emissions (dark curve is u-shaped). The incentive to remain at

a low carbon concentration is that a random negative shock in temperature can

push the system back to a low-temperature regime. Once the carbon concen-

tration has increased, this becomes increasingly rare and it is hence not worth

pursuing large abatement measures on the chance it will happen. At the other

extreme, if the tipping point is remote (right panel) it does not affect optimal

policy. Abatement efforts are increasing in carbon concentration and full abate-

ment is reached, in both regimes, at around 500 p.p.m.. In this case, direct

climate damages are sufficiently large to warrant reaching net-zero before there

is any risk of crossing the tipping point.

These policies, when implemented, yield a path of temperature and, as a

consequence, temperature damages. All results are presented as median paths

of each variable, which are computed as follows. First 10000 paths are simu-

lated under the temperature Tt (17), carbon concentration Mt (10), and output

Yt (30) dynamics with optimal controls α and χ. This also implies a path of

abated fraction of emissions εt. Then at each moment t, the median value of

the variable is computed. This sequence of median values for each t is the me-

dian path of the variable. Figure 12 shows the median path of the fraction εt

of abated emission (solid line) and the resulting temperature path Tt with 95%

simulation intervals (dotted lines), for an imminent (left panel) and a remote

(right panel) tipping point.
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Figure 12: Median (solid) and 95 % simulation intervals (shaded area) abated fraction of emis-
sions εt and temperature Tt at time t of 10000 simulations in an imminent tipping point (left
column) and a remote tipping point (right column). The simulations are generated under the
temperature (17), carbon concentration (10), and output (30) dynamics with optimal controls α
and χ.

When the tipping point is imminent, optimal abatement is promptly ramped

up. In the median case 40 % of the no-policy emissions are abated immediately.

Thereafter, abatement ramps up and net-zero is attained by 2060. These large

efforts are not sufficient to completely prevent tipping as by 2040 the climate

system has tipped with 5% probability and by 2060 with 50% probability. In

case the tipping point is remote, the planner has more time to postpone abate-

ment, which is cheaper in the future, and is able to stabilise temperature at

around 2◦ without tipping. When choosing abatement policies, the planners

are balancing two sources of societal costs: abatement expenditures βt(εt), plus

their adjustment costs, against climate damages d(Tt). Figure 13 shows the av-

erage costs in each decade, as a fraction of output Yt, in the median path, broken

down into these three cost sources.
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Figure 13: Costs, as a fraction of output Yt, in the median path illustrated in Figure 12, broken
down in adjustment costs, abatement and climate damages.

If the tipping point is imminent (left panel), optimal abatement costs quickly

build up over the next two decades to around 5% of output before stabilising

at 4% of output. Because abatement occurs quickly, society incurs large adjust-

ment costs of up to 2% of output, which then fall over time due to technological

progress ωt. Despite these efforts, climate damages stabilise at around 1% of

output. In case of a remote tipping point, the planner can scale abatement ex-

penditures more slowly, thereby incurring in moderate adjustment costs and

benefiting from improved technology. In both cases, the cost of the abatement

required to stabilise the climate shrinks thanks to technological improvement

ωt (26), while climate damages are persistent as tipping points are irreversible.

These simulations provide a description of future costs, but to directly com-

pare them it is necessary to take into account societal risk aversion θ, intertem-

poral elasticity of substitution ψ, and the discount rate ρ. To compute a cost of

the tipping point that internalises these preferences and the uncertainty around

output growth, first, I compute the net present value under optimal policies

which satisfy the maximisation (31) at time t = 0. Denote this net present value

by V 0, when the tipping point is remote, and V 0, when the tipping point is

imminent. These two values can be translated into dollars by computing the
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corresponding certainty equivalent. The certainty equivalent is the amount of

output that society is willing to accept today to “shut down” climate change

(see Appendix B for more details). As climate change lowers the growth of

output, the certainty equivalent is always lower than current output. The gap

between the certainty equivalent and the current output is a measure of the cost

of tipping points which internalises all future climate damages weighted by so-

cietal preferences. In case of a remote tipping point, the certainty equivalent

CE is 70.845 trillionUS$/year (93.463% of current output), while in case of an

imminent tipping point, the certainty equivalent CE is 65.575 trillionUS$/year

(86.51% of current output). Note that, both certainty equivalents are signif-

icantly lower than current output Y0: the cost of a tipping point can be as

large as 13.5% of current output. It is important to notice that these values

are derived by looking at two extreme scenario on tipping points: an immi-

nent and a remote one. The true certainty equivalent will hence lie some-

where in between these two quantities. The cost of the temperature feedback

being triggered imminently, at T c = 1.5°, rather than remotely, T c = 2.5°, is

CE − CE = 15.27 trillionUS$/year or 6.953% of current output. This quantity

measures how much society is willing to pay to push the tipping point back by

1°.

5 The Cost of Tipping Point Uncertainty

The previous section discussed the optimal policies of a planner that knows

whether the tipping point is imminent or remote. Yet, tipping points are unpre-

dictable. This section gives an upper bound on the cost of this unpredictability.

To do so, I consider two extreme scenario. First, I consider a wishful thinker

planner, denoted by w, who erroneously assumes the tipping point to be re-

mote, while it is in fact imminent. Once the temperature feedback kicks in, the

planner detects the tipping point and switches to the optimal abatement strat-
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egy. In other words, letting

τ := inf
t
{Tt ≥ T c} (33)

be the time at which the feedback effects kick-in, the abatement strategy em-

ployed by w is given by

αwt :=




αt if t < τ,

αt if t ≥ τ.

(34)

Second, I consider a cautious planner, denoted c, who erroneously assumes the

tipping point to be imminent, while it is in fact remote. Again, in case the

feedback loop is triggered, the planner switches to the optimal strategy, such

that

αct :=




αt if t < τ,

αt if t ≥ τ.

(35)

Table 1 summarises the possible tipping points and the strategies employed

before the temperature feedback is triggered, t < τ .

Tipping Point

Imminent Remote

Po
lic

ie
s

α Optimal Cautious c

α Wishful thinker w Optimal

Table 1: Strategies used before tipping t < τ for the four scenarios. After tipping t ≥ τ optimal
strategies are used in all scenarios.

The wishful thinker planner w incurs the largest climate damages. The cau-

tious planner c incurs the largest abatement and adjustment costs. As society

can always act cautiously, the difference in the costs incurred by the wishful

thinker and the cautious planner is an upper bound on the cost of the uncer-

tainty around the tipping point.

Focusing first on the wishful thinker w, Figure 14 shows the median path of

the abated fraction of emissions εt (left panel) and the resulting temperature Tt
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(right panel) if αw (34) is used in face of an imminent tipping point.
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Figure 14: Median (solid) and 95% simulation intervals (shaded) of the abated fraction of emis-
sions εt (left panel) and the resulting the temperature Tt (right panel). Calculated from 10000
simulations using policy (34)

In the first decade, the planner erroneously believes the tipping point to be re-

mote, and hence postpones abatement efforts, as the median εt ≈ 0 for t < 2030.

Once the temperature feedback kicks in, the planner “slams the brake” and

quickly ramps up abatement, achieving net-zero in the 2040s, in most cases.

Despite the quick abatement ramp-up, by 2050 the climate has tipped to a

high temperature regime with 95% probability. When compared to the optimal

abatement path under an imminent tipping point (left column of Figure 12), the

abatement followed by w clearly results in much larger climate damages, as the

climate tips sooner and with large probability, and in larger adjustment costs,

as abatement measures need to be ramped up more quickly. Figure 15 shows a

breakdown of the cost incurred by the wishful thinker w.
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Figure 15: Costs in the median scenario of a wishful thinker w planner as a fraction of output
Yt, broken down in adjustment costs, abatement and climate damages.

In the first two decades, the planner implements little abatement. Yet, in the

2040s as the temperature feedback kicks in, abatement expenditures ramp up

quickly. Rapidly ramping up abatement incurs large adjustment costs, which

peak at more than 3% of output. This delay in abatement is not sufficient to

prevent tipping, which brings about large and, most importantly irreversible,

climate damages of around 1% of output. This scenario gives an upper bound

on the possible climate damages society can incur if it delays optimal abate-

ment until after the feedback kicks in. Due to technological progress in abate-

ment technology ωr (26), abatement expenditures shrink exogenously. On the

contrary, climate damages persist.

I then do an analogous experiment for the cautious planner c. Figure 16 dis-

plays the path of the abated fraction of emissions εt (left panel) and temperature

Tt (right panel) resulting from abatement αc (35) whenever the tipping point is

remote.

34



20
20

20
40

20
60

20
80

21
00

0

0.2

0.4

0.6

0.8

1
A

ba
te

d
fr

ac
ti

on
ε t

20
20

20
40

20
60

20
80

21
00

0°
+1°
+2°
+3°
+4°
+5°
+6°

Te
m

pe
ra

tu
re

T
t

Figure 16: Median and 95% simulation intervals of the abated fraction of emissions εt (left
panel) and the resulting the temperature Tt (right panel). Calculated from 10000 simulations
using policy (35)

The cautious planner fully abates emissions already by the early 2040s and

quickly stabilises temperature at around 1.9◦. Figure 17 breaks down the cost

incurred by the cautious c planner.
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Figure 17: Costs in the median scenario of a cautious c planner as a fraction of output Yt, broken
down in adjustment costs, abatement and climate damages.

The cautious planner sustains abatement costs of around or more than 6% of

output between 2030 and 2070. This fast and aggressive abatement schedule

accumulates large adjustment costs that can be as large as 2% of output. In

return, the climate damages are kept below 0.1% of output. This scenario gives

an upper bound on the abatement costs society can incur if it abates quickly

assuming a tipping point is imminent.
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The breakdowns presented so far (Figures 15 and 17) give upper bounds

on the climate damages (w) and abatement cost (c). Yet, as above, these are

just nominal costs that do not internalise societal preference. Hence, as in the

optimal scenario presented in the previous section, I compute certainty equiv-

alents CEw and CE c, in trillionUS$/year, for the wishful thinker and cautious

case respectively (more detail on how they are computed is given in Appendix

B). These are summarised in Table 2.

Tipping Point

Imminent Remote

α CE = 65.57trUS$/y (86.51%Y0) CE c = 65.58trUS$/y (86.513%Y0)

α CEw = 58.52trUS$/y (77.2%Y0) CE = 70.85trUS$/y (83.46%Y0)

Table 2: Certainty equivalents for the four scenarios in trillionUS$/year. In brackets, the cer-
tainty equivalent is expressed as a percentage of current output Y0.

Table 2 has the same structure as Table 1. Each cell contains the certainty equiv-

alent of the corresponding scenario, in trillionUS$/year and as a percentage of

current output Y0. These quantities allow to bound the cost of the tipping point.

On the one hand, a cautious strategy c incurs in suboptimal abatement and

adjustment costs. These are CE − CE c = 5.27 trillionUS$/year or 6.95% of

current output. On the other hand, a wishful thinker strategy w incurs large

and permanent climate damages. This can have costs up to CE − CEw =

7.06 trillionUS$/year or 9.31% of current output. Furthermore, albeit costly, a

cautious strategy c can be up to (CE−CE c)−(CE−CEw) = 1.79 trillionUS$/year

or 2.36% of current output cheaper than a wishful thinker strategy w. As cau-

tion is always possible, this quantity is also a measure of how costly uncertainty

around climate tipping points can be.

6 Discussion

This paper estimates the economic cost of uncertain and irreversible climate

tipping points. Temperature feedback is integrated in a state-of-the-art inte-
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grated assessment model, which is then calibrated. To correctly represent the

current uncertainty on the tipping point, I consider two limit scenarios consis-

tent with the climate literature: that of an imminent and a remote tipping point.

Using these two scenarios, I estimate an upper bound on the cost of tipping

points and then compute the costs of a cautious strategy in the face of uncer-

tainty, compared to a wishful thinking strategy, postponing abatement until the

tipping point is identified.

The approach employed here does not capture the full picture. There is no

single tipping point; multiple climate tipping points exist, and they interact.

Furthermore, I only provide upper bounds on the costs tipping. Nevertheless,

the model studied in this paper patches one of the many “inconsistencies be-

tween how leading economic models of climate change represent climate dy-

namics” (Dietz et al., 2020, p. 3) by introducing a realistic tipping point and

studying its economic consequences.

Ignoring irreversible climate tipping points could result in costs as high as

13.5% of current world output. This figure demonstrates how feedback mecha-

nisms in the climate system cannot be ignored when considering optimal abate-

ment policies: by abating, we are not only reducing future climate damages di-

rectly but also lowering the likelihood of crossing a tipping point. Measures of

marginal benefits and costs, such as the social cost of carbon, primarily inter-

nalise direct future climate damages and may mislead policymakers. Finally,

I show that, in the face of uncertainty, a precautionary approach, albeit costly,

can be 2.35% of output cheaper than postponing abatement. The intuition is

straightforward: it is better to pay for abatement, which we know is becoming

more affordable, than to gamble with the risk of crossing a tipping point.
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A Solution to Maximisation

This appendix deals with the solution of the maximisation problem (31).

A.1 Simplifying Assumptions on the Decay Rate of Carbon

To reduce the state space, following Hambel, Kraft and Schwartz (2021), I make

an assumption on the decay rate of carbon. The calibrated carbon decay δm,

as a function of the carbon stored in sinks Nt, is illustrated in Figure 18. The

calibration assumes a functional form

δm(Nt) = aδe
−
(
Nt−cδ
bδ

)2

, (36)

for parameters aδ, bδ, cδ.
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Figure 18: Estimated decay of carbon δm as a function of the carbon stored in sinks Nt.

I assume that the amount of carbon sinks present in the atmosphere is a

constant fraction of the concentration in the atmosphere, Nt =
N0

M0
Mt. Abusing

notation, I henceforth write δm(Mt) for the decay rate. Using this setup, under a

no-policy emission scenario, the decay of carbon follows the path in Figure 19.
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Figure 19: Estimated decay of carbon δm under the business as usual emission scenario Mnp .
Each marker is the decay after every decade.

A.2 Hamilton-Jacobi-Bellman equation

Using the assumption from Appendix A.1, the value function V at time t de-

pends only on temperature Tt, log-carbon concentration mt and output Yt. This

satisfies the Hamilton-Jacobi-Bellman equation

−∂tV = sup
χ,α

f(χY, V ) + ∂mV (γnpt − α) + ∂2mV
σ2
m

2

+ ∂Y V (ϱ+ ϕ(χ)− d(T )− βt(ε(α))) + ∂2kV
σ2
Y

2

+ ∂TV
r(T ) + g(m)

ϵ
+ ∂2TV

(σT/ϵ)
2

2
.

(37)

It is easy to check that the ansatz

Vt(T,m, Y ) =
Y 1−θ

1− θ
Ft(T,m) (38)

satisfies (37).
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A.3 Approximating Markov Chain

The Hamilton-Jacobi-Bellman equation (37) is solved for F by adapting the

method proposed in Kushner and Dupuis (2001). The idea is to discretise the

state space of T and m and compute time dependent intervals ∆t(T,m). Then,

constructing a Markov chain M over the discretised space, parametrised by

some small step size h. Then we compute a discretised value function F h with

the property that F h → F as h→ 0.

Given an h, construct a grid

Ωh = {0, h, 2h, . . . , 1− h, 1}2, (39)

over the unit cube. This grid covers a suitable subset of the state space

X := [T p, T p +∆T ]× [mp,mp +∆m] (40)

where ∆m is chosen such that T p +∆T is stable at mp +∆m.

Using the ansatz (38) we can define a discrete value function F h
t over the

grid such that F h
t → Ft as h→ 0 over χ, that is

F h
t (Tt,mt) = min

χ,α

(
(
1− e−ρ∆t

)
χ1− 1

ψ+

e−ρ∆t
(
δy(χ) Et,M(α)F

h
t+∆t(Tt+∆t,mt+∆t)

) 1− 1
ψ

1−θ

) 1−θ
1− 1

ψ

(41)

where

δy(χ) := Et

[(
Yt+∆t

Yt

)1−θ
]

= 1 +∆t(1− θ)

(
ϱ+ ϕ(χ)− d(Tt)−

θ

2
σ2
k

)
+ Et

[
o(∆t

3
2 )
]
.

(42)

and Et,M(α) is the expectation with respect to the Markov chain M(α) over the

grid. This can be constructed, given a step size h, as follows. Introduce the
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normalising factor

Qt(T,m, α) :=
( σT
ϵ∆T

)2
+
( σm
∆m

)2
+ h

∣∣∣∣
r(T ) + g(m)

ϵ∆T

∣∣∣∣+ h

∣∣∣∣
γnpt − α

∆m

∣∣∣∣ . (43)

Then the probabilities of moving from a point (T,m) of the grid to an adjacent

point are given by

p(T ± h∆T,m | T,m) ∝ 1

2

( σT
ϵ∆T

)2
+ h

(
r(T ) + g(m)

ϵ∆T

)±
and (44)

p(T,m± h∆m | T,m) ∝ 1

2

( σm
∆m

)2
+ h

(
γnpt − α

∆m

)±
(45)

where (·)+ := max{·, 0} and (·)− := −min{·, 0}. One can readily check that this

is a well defined probability measure. Finally, the time step is given by

∆t = h2/Qt(T,m, α), (46)

which satisfies ∆t→ 0 as h→ 0.

Then, as the aggregator used in (41) converges to f (32) (Epstein and Zin,

1989), the chain described here satisfies the convergence properties outlined in

Kushner and Dupuis (2001), we have F h
t → Ft as h→ 0.

The Markov chain defined above allows to derive F h
t (Tt,mt) from the sub-

sequent F h
t+∆t(Tt+∆t,mt+∆t). This requires a terminal condition F̄ h(Tτ ,mτ ) :=

F h
τ (Tτ ,mτ ). To derive this, assume that at some point in a far future τ ≫ 0,

the abatement is free and all emissions are abated, γnp = α, such that dm =

σm dWm. Then we construct an equivalent, control independent, Markov chain

M̄ as above for

F̄ h(Tt,mt) = min
χ

(
(
1− e−ρ∆t

)
χ1− 1

ψ+

e−ρ∆t
(
δy(χ) Et,M̄F̄ h(Tt+∆t,mt+∆t)

) 1− 1
ψ

1−θ

) 1−θ
1− 1

ψ

.

. (47)

This is now a fixed point equation for F̄ which can be solved by value or policy
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function iteration.

A.4 Parallelisation

When computing the backward recurrence (41), each grid point Xi ∈ X is as-

signed a different time step ∆t(Xi), which depends on the curvature of the drift

at that state. To parallelise the computation, I leverage the ZigZag algorithm by

Bierkens, Fearnhead and Roberts (2019). Given the value function F h
t , for a step

back t−mini∆t(Xi), I construct a directed graph among grid points X where an

edgeXi → Xj is drawn if there is a positive probability of transitioning fromXi

to Xj under the Markov Chain M. This allows to obtain, at each point in time

t, sets of points Ct ⊆ X which are independent and over which it is possible to

parallelise. The parallelisation is then conducted on the Snellius, the national

high performance computer of the Netherlands. The algorithm is written in the

Julia programming language and relies on Optim.jl (Mogensen and Riseth,

2018) and StochasticDifferentialEquations.jl (Rackauckas and Nie,

2017).

B Certainty Equivalence

This appendix defines the certainty equivalence, which allows to translate net

present values to monetary values in the context of our problem. Let Xt :=

(Tt,Mt, Nt, Yt) be the state at time t and denote by µ and µ the drift functions

of Xt under a remote and an imminent tipping point respectively. Such that, in

case of remote tipping,

dX t = µt(Xt) dt+ ΣdW t where (48)

Σ := diag(σT/ϵ, σm, 0, σk) (49)

and dW t is a standard Wiener process. Under these dynamics, one can obtain

the net present value in utils of the consumption stream V 0 and V 0 satisfying
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equation (31). In a similar way one can compute the net present value of the

consumption stream in utils of the wishful thinker (w) and prudent (p) policies

as

V i
0 = Et

∫ ∞

0

f(Ytχ
i
t, V

i
t ) dt (50)

with i ∈ {w, p}. For each V ∈ {V , V , V w, V p}, the corresponding certainty

equivalent CE solves

V i
0 =

∫ ∞

0

f(CEeϱt, V i
0 ) dt . (51)

C Calibration and Parameters

This section summarises the parameters for the preferences, economy, and cli-

mate model and discusses the calibration strategy.

C.1 Economy and Base Climate Calibration

The following Table 3 illustrates the preferences parameters used throughout

the paper. There is no consensus in the literature on preference parameters. In

line with previous literature focusing on recursive preferences, I set relative risk

aversion θ = 10 (Ackerman, Stanton and Bueno, 2013; Crost and Traeger, 2013;

Lontzek et al., 2015) and the time preference parameter ρ = 1.5% (Nordhaus,

2014). Following the discussion in Hambel, Kraft and Schwartz (2021), I choose

ψ = 0.75.

Preferences

ρ 1.5% Time preference

θ 10 Relative risk aversion

ψ 0.75 Elasticity of intertemporal substitution

Table 3: Parameters of preferences.

For the calibration of the economy (Table 4) and the baseline climate pa-

rameters (Table 5), I follow the calibration suggested by Hambel, Kraft and

Schwartz (2021, Section 3), setting the starting year at 2020 (t = 0).
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Economy

ω0 11% GDP loss required to fully abate today

ωr 2.7% Rate of abatement cost reduction

ϱ 0.9% [y−1] Growth of TFP

κ 6.32% [y−1] Adjustment costs of abatement technology

δk 0.0116 [y−1] Initial depreciation rate of capital

ξ 2.6e−4 [°C−νy−1] Coefficient of damage function

ν 3.25 Exponent of damage function

A0 0.113 Initial TFP

Y0 75.8 [trUS$/y] Initial GDP

σk 0.0162 [y−1/2] Variance of GDP

τ 500 [y] Steady state horizon

Table 4: Parameters of the economic model

Climate

T0 1.14 [°C] Initial temperature

M0 410 [p.p.m.] Initial carbon concentration

Mp 280 [p.p.m.] Pre-industrial carbon concentration

N0 286.66 [p.p.m.] Initial carbon in sinks

σT 1.5844 [y−1/2] Volatility of temperature

S0 342 [Wm−2] Mean solar radiation

ϵ 15.844 [Jm−2Ky] Heat capacity of the ocean

η 5.67e−8 Stefan-Boltzmann constant

G1 20.5 [Wm−2] Effect of CO2 on radiation budget

G0 150 [Wm−2] Pre-industrial GHG radiation budget

Table 5: Parameters of the climate model
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C.2 Feedback Mechanism

The transition function L(Tt − TC) of the feedback mechanism described in

equation (14) takes the form

L(Tt − T c) =
1

1 + exp (L1 (Tt − T c) + L0)
. (52)

See Bondarev and Greiner (2018, 2024) for a discussion on the effect of an alter-

native specification on the results of the optimisation problem.

The calibration of ∆λ, L0, and L1 matches the upper bound of climate sensi-

tivity in the AR6 WG1 report of 4°C, sourced from Byers et al. (2022). It is im-

portant to notice that these ensemble do not yield confidence interval based on

statistical uncertainty but on model uncertainty, hence matching the distribu-

tion of the ensemble in a reduce model is not correct. See Guivarch et al. (2022)

for a more detailed discussion. In line with this, the parameters are matched by

simulating the path of temperature as described by (17) and estimating param-

eters via the SciMLSensitivity.JL package (Rackauckas et al., 2020). Table

6 reports the median calibrated parameter.

Imminent

T c 1.5 [°C] Critical Temperature

L0 3.15 Location Parameter

L1 3.5 [°C−1] Speed Parameter

λ1 0.31 Initial radiation reflected

∆λ 0.0326 Magnitude of feedback

Remote

T c 2.5 [°C] Critical Temperature

L0 3.15 Location Parameter

L1 3.5 [°C−1] Speed Parameter

λ1 0.31 Initial radiation reflected

∆λ 0.0332 Magnitude of feedback

Table 6: Median calibrated parameters of feedback mechanism.
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D Stochastic Tipping Benchmark Model

This appendix introduces a benchmark model with stochastic tipping. The

stochastic tipping model is a widely used in the economic literature to approx-

imate tipping points in the climate dynamics (e.g. Hambel, Kraft and Schwartz

2021). Comparing the model developed in this paper with the stochastic tip-

ping model allows us to determine if and how the optimal abatement differ

and, as a consequence, what the approximation misses.

To establish a meaningful benchmark, I will assume that the contribution of

temperature to forcing (15) is given by

rlT (Tt) := S0(1− λ1)− ησT 4
t . (53)

This model has no tipping point as λ(Tt) ≡ λ1. Stochastic tipping, as commonly

modelled in the literature, is introduced as a jump process Jt with arrival rate

π(Tt) and intensity Θ(Tt), both increasing in temperature. Intuitively, as tem-

perature rises, the risk of tipping π(Tt) and the size of the temperature increase

Θ(Tt) grow. Then temperature dynamics in the Stochastic Tipping model follow

ϵ dTt = rl(Tt) dt+ g(m) dt+ σT dW s,t +Θ(Tt) dJ t (54)

where Ws is a Wiener process. Following Hambel, Kraft and Schwartz (2021),

the calibrated arrival rate and temperature increase are calibrated as

π(Tt) = −1

4
+

0.95

1 + 2.8e−0.3325(Tt−TP
t )

and (55)

Θ(Tt) = −0.0577 + 0.0568(Tt − TP
t )− 0.0029(Tt − TP

t )
2. (56)
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